Abstract— Underwater vehicles are commonly used for detailed seabed mapping. To derive a bathymetric map, the depth of the underwater vehicle must be known. The offshore survey industry has often strong requirements on both absolute and relative accuracy.

Depth is usually deduced from a measurement of absolute pressure. Regardless of the quality of the pressure sensor, the pressure measurement is influenced by environmental factors, such as waves, tide, atmospheric pressure and sea water density profile. In the paper we analyze these factors with respect to their behavior and effect on the measured depth.

An underwater vehicle equipped with an aided inertial navigation (AINS) system has through its accelerometers and Doppler velocity log redundant information on the movement of the underwater vehicle. Using this information, an AINS is well suited to filter out dynamic pressure sensor noise. Linear wave theory is used to model the effects of the waves on the pressure sensor, and it is suggested how the parameters of the pressure sensor noise model can be deduced from the mean wave amplitude and period. AINS performance is often substantially improved by post-processing. The paper will therefore examine the depths outputted from the pressure sensor, from the AINS real-time filter, and from post processing the AINS measurements.
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I. INTRODUCTION

In underwater navigation the main focus has been to establish the vehicle’s horizontal position using a variety of different aiding techniques [1]. In many applications the vertical position can be deduced directly from pressure measurements with sufficient accuracy. However, with the new requirements on seabed mapping accuracy, the accuracy of straightforward conversion from pressure to depth is challenged. A stable and accurate depth estimate is required for any high accuracy bathymetric mapping sensor mounted on an underwater vehicle. Otherwise, the resulting bathymetry estimate gets distorted with unwanted ripples.

The introduction of terrain navigation also sets high demands on real-time vertical channel accuracy in certain types of bathymetry [2]. Vehicle depth errors can reduce the ability of the terrain navigation system to correlate bathymetric measurements with pre-stored digital terrain models.

The conversion of pressure measurements to depth estimates has traditionally been solved based on an assumption of hydrostatic pressure in the water column above the vehicle [3]. Since 1984 the UNESCO formula [4], has provided a standard for performing this conversion. However, in shallow water operations the influence of a dynamic pressure component induced by surface waves has been observed. In this paper we suggest that the wave induced pressure oscillations can be modelled as noise on the depth measurements fed into an aided inertial navigation system (AINS). This way one combines the superior INS short term estimates with the stable long term estimates from the hydrostatic conversions, and the dynamic pressure variations can be filtered out. The principle of combining inertial and pressure measurements was used for submarines in [5]. The objective and approach there was quite different from this paper.

A. Vertical datum

Depth (and height) is always referenced to a specific vertical datum. Ocean vehicles and airplanes have traditionally been using the mean sea level (MSL). This is the level of the sea at a particular horizontal position, when the effects of waves and tides have been averaged out. The WGS-84 is another important vertical datum and is the one used by GPS. It is defined by the surface of the WGS-84 ellipsoid approximation of the earth geoid.

In this article we will rely upon the MSL vertical datum. However the choice of datum is not important to the task, as conversion from one vertical datum to another is usually a straightforward procedure.

II. TOTAL PRESSURE FIELD

Assuming the underwater vehicle is at rest, and there is no sea current, then according to linear theory of fluid dynamics the total pressure \( p_s \), measured by a sensor on the vehicle,
The dynamic pressure field generated by surface waves can also be measured and updates can be sent to the underwater vehicle, if needed. If the vehicle is operating autonomously, the vehicle itself can measure the atmospheric pressure when surfacing, or it can use the best available weather forecast for the operation area. If none of these data are available, the best one can do is to subtract the standard atmospheric pressure of 101325 Pa (1.01325 bar). Assuming that this is an unbiased estimate, the maximum error in doing so is in the order of 0.35 m.

For the case of post-processing, better data can be obtained by including measurements from the nearest weather stations as well. If the weather station is situated above the MSL, the pressure also needs to be compensated for this altitude.

As an approximation we will consider the atmospheric pressure to be measured at the tidal elevation level instead of the actual sea surface level. The error in doing so is less than 0.01 m in most cases [11].

C. Hydrostatic pressure field

For the hydrostatic pressure field, wave elevation and motion is neglected except for wavelengths in the order of tidal waves. Since the wavelength of the tidal wave is much larger than the horizontal extent of the water column above the vehicle, the pressure field in the water column above the vehicle is assumed to only depend on depth.

The main contributions to change in density with depth are from compressibility of seawater at high pressure \( p \), change in salinity \( S \) with depth, and finally change in temperature \( T \) with depth.

The specific volume \( V(S,T,p) \) is defined as a function of salinity, temperature and pressure based on the equation of state EOS80. In [4] it is shown that the relationship between pressure and depth \( z \) under these assumptions is approximated by

\[
z = \frac{\int_{p_0}^{p} V(S=35,0,p)dp}{g_s(\mu) \left( 1 + \frac{1}{2} \gamma_p(p-p_0) \right) + \frac{1}{9.8} \int_{p_0}^{p} \delta(p)dp}.
\]

(II.2)

Here \( g_s(\mu) \) is sea surface gravity at latitude \( \mu \), and \( \gamma_p \) is the mean vertical gradient of gravity with respect to pressure in the water column.

The first integral of (II.2) represent the assumption of standard ocean (\( S=35 \) psu and \( T=0^\circ C \)). In [4] a 4th order polynomial fit to this integral has been calculated, and this serves as the standard of today.

The integral of the specific volume anomaly \( \delta \) in (II.2) is the geopotential anomaly, and represents corrections according to the actual density profile of the water column. The integral can be calculated numerically from a CTD profile of the water column. The error in ignoring this term can in some areas be substantial (e.g. 2.3% of depth in the Baltic Sea [11]). The integral can also be approximated by geographically dependent equations of the pressure [8].

D. Waves

The classification of ocean wave types based on their periods is presented in Table I. Ripples and capillary waves both have small amplitudes. They decay fast with depth due to viscous forces, and are therefore ignored in this analysis. The incoming wind waves and swell is treated separately from tides in section D.

The incoming waves can be categorized by their period, see Table I. Ripples and capillary waves both have small amplitudes. They decay fast with depth due to viscous forces, and are therefore ignored in this analysis. The incoming wind waves and swell is treated separately from tides in section D.

The wave-body interaction is commented on in section E. The incoming wind waves and swell is treated separately from tides in section D.

A. Tidal wave elevation

Tides act in two natural periods: semi-diurnal (about 12.5 hours, common) and diurnal (about 25 hours, uncommon). They can in extreme areas be in the order of 7 m amplitude (Bay of Fundy, Canada [6]). In addition, local topography might contribute through to the effect of trapping energy from tides in resonating bays [6]. The local rise and fall of sea level can also be contributed to horizontal variations in atmospheric pressure, and storm surges in coastal regions.

On the timescale of wind waves and swells, tides will seem like a stationary process, and the effect of its dynamics is therefore ignored. Hydrostatic pressure to depth conversions will always give an answer relative to current tidal elevation level. To be able to fully utilize depth data, they need to be transformed to the vertical datum.

Tide elevation with respect to MSL at the position of the vehicle itself can measure the atmospheric pressure when operating in the area. If none of these data are available, the best one can do is to subtract the standard atmospheric pressure of 101325 Pa (1.01325 bar). Assuming that this is an unbiased estimate, the maximum error in doing so is in the order of 0.35 m.
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(II.2)
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The classification of ocean wave types based on their periods is presented in Table I. Ripples and capillary waves both have small amplitudes. They decay fast with depth due to viscous forces, and are therefore ignored in this analysis. The incoming wind waves and swell is treated separately from tides in section D.
be analyzed using linear wave theory. For simplicity we restrict the analysis to 2D. Assuming the wave velocity vector field is curl-free, there exists a velocity potential \( \phi_r(x, z, t) \). For an incompressible fluid the velocity potential solves Laplace’s equation in the fluid volume

\[
\nabla^2 \phi_r = 0 . \tag{II.3}
\]

The following boundary conditions are given:
- No normal velocity at bottom depth \( z = h \).
- The surface \( z = \eta(x, t) \) and the fluid particles have the same vertical velocity at the tidal elevation level.
- Continuity in surface pressure

For a sinusoidal surface wave \( \eta(x, t) = a \sin(kx - \omega t) \) with amplitude \( a \), wave number \( k \) and angular frequency \( \omega \), the solution to the PDE in (II.3) with these boundary conditions is,

\[
\phi_r(x, z, t) = \frac{ag}{\omega \cosh(kh)} \cosh(k(h-z)) \cos(kx - \omega t) . \tag{II.4}
\]

Here \( g \) denotes the gravitational acceleration, assumed to be constant. The corresponding dispersion relation can be found from the boundary conditions at the surface, and is given by

\[
\omega^2 = gk \tanh(kh) . \tag{II.5}
\]

Now, using the linear version of Euler’s equations we get the following relationship between the velocity potential field and the pressure field

\[
p_w = -\rho \frac{\partial \phi_r}{\partial t} . \tag{II.6}
\]

Here \( \rho \) denotes the seawater density. By inserting (II.4) into (II.6), we obtain the subsurface dynamic pressure field caused by a sinusoidal surface wave,

\[
p_w(x, z, t) = -\rho g \frac{\cosh(k(h-z))}{\cosh(kh)} \eta(x, t) . \tag{II.7}
\]

These equations are all valid for the linear case only. The requirement for linear wave theory to be an adequate model is given by a restriction on wave steepness (ratio of wave amplitude to wavelength) given by \( ak \ll 1 \), for both the deepwater and shallow water cases. Additionally it is required that the wave amplitudes are much smaller than the water depth, so \( \frac{a}{h} \ll 1 \) for the shallow water case.

Also the ideal fluid approximation leads to an unphysical condition at the seafloor, where a “no slip” condition is a more realistic condition to apply.

The assumption of uniform bottom depth is in general not good for littoral waters, as the interactions with bathymetry severely influence wave amplitude, period and direction of propagation. The linear model will however provide a first order approximation and insight into the effects there.

1) Ocean wave spectrum

The free surface is now considered as a superposition of sinusoidal waves with random amplitude and phase. In [7] a formal representation of the irregular sea surface is given. It is common to describe the surface statistically by the ocean wave spectrum \( S_n(\omega) \), which is a distribution describing how the wave energy is distributed with respect to wave frequency. In 3D the energy spectrum is typically directional, so the above spectrum is considered as the result by integration over all wave directions.

The characterizing moments of the spectrum are defined by

\[
m_i = \int_0^\infty \omega^i S_n(\omega) d\omega , i = 0, 1, 2, \ldots \tag{II.8}
\]

From the wave spectrum moments, assuming a Rayleigh distribution of wave amplitudes [7], several characterizing variables may be derived using (II.8), such as
- Average wave height, \( H = \sqrt{2m_0} \).
- Significant wave height, \( H_s = 4\sqrt{m_0} \).
- Average angular frequency, \( \bar{\omega} = \sqrt{\frac{m_1}{m_0}} \).

One of the most used spectrums to describe a not fully developed state at sea is given by the JONSWAP spectrum [9].

By using the subsurface pressure field representation (II.7), it is straightforward to derive the spectrum for the surface wave induced pressure oscillations as a function of depth [11].

\[
S_{p,h}(\omega, z) = \left( \rho g \frac{\cosh(k(\omega(h-z)))}{\cosh(k(\omega h))} \right)^2 S_n(\omega) . \tag{II.9}
\]

Here the wave number is a function of the angular frequency implicitly defined through the dispersion relation (II.5). In numerical calculations, the wave number can be found using Newton’s method.

Using hydrostatic conversions for these pressure oscillations, the spectrum of the corresponding depth oscillations \( S_h(\omega, z) \) is found from the approximation

\[
S_h(\omega, z) = \left( \frac{\cosh(k(\omega(h-z)))}{\cosh(k(\omega h))} \right)^2 S_n(\omega) . \tag{II.10}
\]

A demonstration of how a JONSWAP spectrum of surface waves attenuates with depth is shown in Fig. 1. It shows that the high frequency waves attenuate faster with depth than the lower frequency waves.

Significant wave height: 5 m, Peak time period: 8 s, Water depth: 80 m

![Fig. 1. JONSWAP spectrum at different depths](image-url)
low frequency waves, so the energy is shifted relatively towards lower frequency with depth.

E. Other aspects

If the pressure transducer is positioned at areas on the hull exposed to stagnation pressure effects, this will inflict an error in the measurement. Also the non-zero velocity of the vehicle with reference to the wave field causes a Doppler shift of the measured pressure waves. The wave-body interaction is also a source of deviation in the measured pressure. All these aspects are closely discussed in [11]. The effects are not important to this analysis and are as such omitted.

III. FILTERING WITH AN AINS

The aided inertial navigation system (AINS) integrates accelerations and angular rates from an inertial measurement unit (IMU) into speed, orientation and position. It has low short term errors, but will drift in the long term. It is therefore dependent upon aids to reduce the integrated error. For underwater vehicles, such aids are usually pressure sensor, DVL, LBL and USBL.

A. Static and semi-static errors

For underwater vehicles, there is almost no other measurement that can provide an accurate depth reference. It is therefore usually not possible to calibrate the pressure to depth conversion, nor is it possible to on-line estimate a (semi-) static error in the pressure sensor depth measurement. The correction for atmospheric pressure, tide, and geopotential anomaly must be done to get an unbiased global depth. This could be done both on- and off-line, since this causes the AINS to have a close to constant deviation from the true depth.

B. Dynamic errors

The dynamic errors caused by waves of different sort (see Table I), can though be estimated in the AINS. In essence it means that long term accuracy of the pressure sensor and the short term accuracy of AINS are combined to give an accurate short and long term depth estimate.

In order to get an optimal integration of the pressure sensor into the AINS, one must provide a model of the development of the dynamic depth error of the pressure sensor. One of the simplest and easiest approximations of the error propagation is the first order Gauss-Markov process, which is completely specified by the autocorrelation function:

$$r_1(\tau, \Delta) = \sigma_i^2(z)e^{-\frac{\Delta}{T_i(z)}}.$$  

(III.1)

The standard deviation $\sigma_i$ and the inverse of the correlation time $T_i$ are as a first suggestion the mean wave amplitude and half average wave period respectively at the vehicle’s depth. However closer investigations suggest a lower $T_i$, in the range 1-3 seconds. In [11] an optimal choice for these parameters is derived for the case of regular sinusoidal waves. At sea one usually does not have as detailed information as a wave spectrum, but as we will see in section IV, the AINS is robust with respect to these parameters. Observations of significant wave height and peak time periods for the waves will probably suffice in a realistic scenario.

IV. SIMULATIONS

NavLab a generic navigation tool [10], has been used as the environment for the simulations. In the simulation scenario the INS is aided by pressure sensor, DVL, and USBL. The vehicle is kept stationary at 15 m depth, and the ocean depth is 80 m. The surface waves are assumed sinusoidal, and the corresponding effect on the pressure sensor is calculated using (II.7). The resulting depth estimates of a 2 m surface wave with a period of 9 s are shown in Fig. 2 and the standard deviations from true depth is shown in Table II.

The simulations are performed with a navigation grade IMU, standard type of DVL and high class depth sensor.

Both the effect on the pressure at the depth of the vehicle and the parameters of the surface waves themselves can be hard to measure or estimate. It is therefore important to examine the filtering methods robustness against inaccurate or wrongful parameter estimates. For that reason the filter was tested with parameters that did not match the waves in the simulation. The result is seen in Fig. 3, where a surface wave of 2 m amplitude and 9 s period (corresponding to 0.67 m amplitude and 9 s period at 15 m depth) is simulated. The parameters are set according to a typical configuration of 0.15 m standard deviation and 120 s correlation time. The results show that the real-time solution is sensitive to parameter errors whereas the smoothed solution is not.

<table>
<thead>
<tr>
<th>Period [s]</th>
<th>Surface amplitude [m]</th>
<th>Measured [m]</th>
<th>Real-Time [m]</th>
<th>Post-Processed [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>2</td>
<td>1.09</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>0.94</td>
<td>0.08</td>
<td>0.04</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>0.67</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0.27</td>
<td>0.04</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Fig. 2. Simulated depth estimates of waves with period 9s
V. RESULTS FROM COLLECTED DATA

Instead of dedicated sea-trials we will use navigation data from a survey missions performed with ROV. This is a real mission and we have no true reference. Therefore the smoothed solution is what is closest to the truth and will be used as a reference.

The ROV survey was performed from 29th of January 2007 at about 110 meters depth. Fig. 4 shows the mission depth. The deviation from post-processed depth is shown in Fig. 5. It shows that the wave effect is only partially removed from the data with the real-time filtering of the AINS. Fig. 7 is showing DTM generated with the measured depth and with the post-processed depth of Fig. 6 (same time frame). The figure shows a clear ripple effect in the former, whereas in the latter this effect is almost entirely filtered out. Besides showing the improvement in using AINS filtered depth, this supports our claim of using the post-processed depth as a reference.

We also tried using different parameter sets for these data. Although not shown here, the results verified the findings in the simulations. The real-time solution is sensitive to parameter settings whereas the post-processed solution is robust and will generate the same result with different parameters.

VI. CONCLUSIONS

This paper has shown that it is advantageous to use AINS in order to obtain a smooth and more correct depth estimate than the one given from a pressure sensor. With the AINS one is able to filter out the effects of pressure fluctuations caused by surface waves. The fluctuations decrease with depth, and so also the benefit of the AINS. Real-time estimates are usually a clear improvement over the measured ones. However simulations and experiments show that these results can often be well improved by the use of post-processing. Both simulations and experimental data show that post processed estimates are smooth, precise, and as opposed to real-time
estimates, robust with reference to parameter settings.

Maps generated with AINS and pressure sensor are clearly better than the ones generated with only a pressure sensor. Ripple caused by surface waves are almost eliminated when using post-processed navigation data to generate the map.
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